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1 DATASET
1.1 Dataset Comparison
Data annotation comparisons between Campus3D and other point
cloud datasets are summarized by Table 1.
Table 1: Annotation Comparison between Campus3D and
other point cloud datasets of real environments.

Dataset Designed Task Hierarchical Instance # Class # Muti-label

ScanNet Object classification No 36,213 20 No
Semantic segmentation
CAD model retrieval

S3DIS Object detection No - 13 No
NYUv2 Semantic segmentation No 35,064 894 No
SemanticKITTI Semantic segmentation No - 25 No

Semantic scene completion 28
Semantic3D Semantic segmentation No - 8 No
Paris-Lille-3D Semantic segmentation No 2,479 9 No

Instance segmentation 50
Campus3D (Ours) Semantic segmentation Yes 2,530 24 Yes

Instance segmentation

1.2 Data Acquisition
The Campus3D dataset was constructed by the technique of Struc-
ture from Motion with Multi-View Stereovision (SfM-MVS) [3].
Here we describe our workflow of getting it. Devices to capture
imagery were DJI Phaton 4 Pro drones equipping cameras with a 1-
inch 2MP CMOS sensors, and the drone flight planning mobile apps
used in our application were DJI GS Pro and Pix4D Capture. The
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SfM-MVS software was Pix4Dmapper. The removal of pedestrians
and cars are done automatically by Pix4Dmapper. The keypoints of
non-static objects with changing relative positions on densely over-
lapped images were discarded by SfM process in the software[3].

To collect the data, drones were flown over all areas and took
images with exact GPS coordinates. And then points would be
generated by photogrammetry processing and registration from
captured images and coordinates. Figure 1 displays our overall
workflow.
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Figure 1: Workflow for point cloud generation.

The first step of workflow is to conduct the aerial survey includ-
ing setting the flight routes and drone flying. We applied two types
of flight routing strategies for the UAV photography: (1) grid and (2)
circular, which were accessible in the drone flight planning mobile
apps. Based on the height variance of objects in the targeted areas,
the flight routing strategy was chosen such that the images were
taken with the required overlap for the SfM software processing.
The grid flight is suitable for most environments where the heights
of buildings do not vary too much. In our image collection process,
the height of the grid flight was set to be 10 meters - 15 meters
above the highest building in the target area. The ground sampling
distance (GSD) was programmed to be around 2cm with the highest
of 1.63cm and the lowest of 3.48cm. Example camera positions from
grid flight for a typical scene are illustrated by Figure 2 (a); the
circular flight routing strategy is usually chosen for relatively high
buildings in image capturing, where the drone flies an ellipse as
shown in Figure 2 (b). This type of route guarantees that the images
are taken from all angles around the center of the building. For
extremely high buildings, we applied multiple circular flights at
different heights. During the UAV image capturing, the drone was
set as speed of 8m/s and flown when the clear view of image was
guaranteed by weather.

After image collection on set flight route, the second step is to de-
rive point clouds from images via SfM-MVS software, Pix4Dmapper.
In this step, images with removal of error or blurry data were fed
into Pix4Dmapper to perform matching based on the SIFT algo-
rithm. From the initial matches, the Automatic Aerial Triangulation
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